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Visual Artificial Intelligence- The Next Frontier in Safety or Death of Privacy? 

 "One Lincoln 25,“ the police radio crackled, startling the exhausted officer and breaking 

the peaceful silence of the early morning.  It was 2:47 AM and Officer Lopez, a graveyard 

veteran, was driving his police car in a semi-trance, barely awake, the result of sleep 

deprivation working his fourth consecutive night.  He immediately noted the Dispatcher's voice 

was unusually tense, signifying to him the information to follow over the radio was going to 

important, possibly bad.  "Respond to the corner of Main Street and California Street for large 

male wearing no clothes, possibly carrying a handgun, yelling uncontrollably in the middle of 

the street.  We have received multiple 9-1-1 calls and callers report the male is screaming that 

he wants to die.  Officer Lopez reluctantly responded that he copied; his intuition told him this 

call for service was going to be a serious one.    

  Officer Lopez was two blocks away, no further than 15 seconds drive time if he decided 

to push the throttle to the floor.  As Lopez turned the corner onto California Street, his 

headlights partially illuminated a seemingly naked male standing in the street with a black 

object in his hand.  Lopez quickly exited his vehicle, drew his duty weapon, and aimed his 

firearm at the male’s chest.  It seemed that the male had been waiting for him to do just that.  

The male provokingly and repeatedly yelled at Lopez, "Shoot me!"  Lopez had a hard time 

seeing what the male was clutching in his right hand, but it looked like a handgun.  Lopez then 

remembered what he had learned three days earlier in training and muttered loud enough to 

hear his own voice, "night vision."  Instantaneously, his vision changed from shadowy and dark 

to almost daylight.  The Artificial Intelligence software fused into the Lopez's newest tool 
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immediately confirmed the black object Lopez initially thought was a handgun was in fact a 

smartphone.    

 He quickly took his finger off the trigger of his weapon and holstered it while 

simultaneously transitioning to his Taser.  He ordered the agitated male, who moments earlier 

he felt compelled to shoot, to lie on the ground.  Although the agitated male continued to 

challenge Lopez to a fight, Lopez’s AI assistant had already to provide demographic information 

about the subject, including his criminal history, driving record, and previous contacts with law 

enforcement. The contact was still dangerous and messy, but thankfully, not lethal.   

Smart Contacts—The Next Evolution 

Today's law enforcement officer relies on emotions and "state of mind" when making 

certain critical decisions.  For humans, emotions serve as an evolutionary cuing system for 

processing stimuli; however, this cuing system is not very sophisticated, thus producing many 

false alarms and the need to reevaluate responses (Lamia, 2010).  For a law enforcement 

officer, reevaluating a response or decision before making it, such as in instances where force 

applications decisions must be made in a split second, may not be an option.    Thus, there are 

times when decisions made by law enforcement officers are primarily based on initial 

emotion(s) and not necessarily objective facts.   

In police contacts of the near future, though, Lopez will be one of the thousands of 

police officers throughout the country who will be issued “Smart Contacts” as part of their 

standard equipment.  Developers of the Smart Contacts, or "SC" for short, have cornered the 

law enforcement market.  SC's are capable of providing officers with multiple optical functions 
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on demand, automatically, or at the officer’s request.  The contacts allow officers the ability to 

see in all types of environmental elements, adjusting to ambient light and weather, thus 

permitting officers to see clearly at night while simultaneously providing officers instantaneous 

information about individuals and objects smaller than a dime 50 yards away via wireless access 

to law enforcement, public, and private data bases, all quicker than the human brain.   

SC's will aid officers in making critical decisions once left only to their emotional state of 

mind, thus reducing errors in judgment while concurrently providing them instantaneous data, 

all but eliminating inappropriate or unjustified actions.  SC's ability to eliminate inappropriate or 

unjustifiable actions by officers will reduce litigation costs while simultaneously providing the 

public with one more accountability tool, thus strengthening trust and relationships between 

the public and law enforcement. 

SC’s, in our story, also record visual data from the officer's line of sight.  This technology, 

with all of its abilities, is set to revolutionize how officers receive information, processes 

information, and ultimately make decisions.  SC's will soon enable the police to make the best 

decision possible to make critical decision.    

Google Goggles On Steroids 

So how is this possible?  It is possible by combining artificial intelligence with the processing of 

visual data.  Artificial Intelligence (AI), is defined as "the simulation of human intelligence 

processes by machines, especially computer systems." These processes include learning (the 

acquisition of information and rules for using the information), reasoning (using rules to reach 

approximate or definite conclusions) and self-correction (Rouse, 2018).  VAI is a computer’s 
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ability to process and translate high quality visual data with AI similar to how the human eye 

and brain work in concert (Nisselson, 2017).   

According to Evan Nisselson, a writer for Techcrunch.com, Visual Artificial Intelligence (VAI) is 

the next frontier in AI.  He states the battle for AI will be won by the connected camera.  In the 

commercial arena, the Amazon “Look” is the first viable step in the practical application of VAI 

technology.   The “Look” allows the processing of visual data from photos, primarily “selfies,” to 

learn a person’s favorite clothes, styles and products using AI algorithms (Nisselson, 2017). This 

may sound like something out of the Star Wars saga; however, it is already being used in a 

limited capacity by commerce and law enforcement. 

In law enforcement circles, police in China have been equipped with facial recognition 

glasses to help them conduct surveillance at airports and train stations (Norman, 2018).   Since 

2017, police in Zhengzhou have been use facial recognition software built into the glasses to 

identify people in crowds.  The glasses operate by using their connection to a device that 

contains thousands of pre-loaded suspect photos, comparing them to individuals seen by the 

officers wearing the glasses in about one-tenth of a second.  Critics, however, point out that 

these glasses are susceptible to “environmental noise” that may distort results or lend 

themselves to bias profiling or infringe on citizen rights (Norman, 2018). This concern is not 

specific to the Chinese VAI tech. 

Closer to home, Taser recently announced that it purchased “Computer Vision” 

company Dextro Inc., claiming the company has developed software that can train officers to 

recognize actual threats.  The technology works by scanning and pinpointing objects in footage 
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the users are seeking to identify such as a shoe, a punch, or a gun.  Once the software has been 

taught to recognize an object or certain kind of movement, it can detect a similar object in any 

other video footage it analyzes (Fussel, 2017).  This technology can potentially evolve to scan 

instantaneously recorded footage quick enough to change an officer’s reaction(s)/decision to a 

critical incident.  The software and translation of video footage being developed by Taser is a 

few evolutions behind the concept of our Smart Contact technology. 

Will Police AI be “too much government intrusion” 

So what are the potential issues and drawbacks with using this VAI? How will police use 

captured video from cameras and body worn cameras?  How can this technology be misused?   

Eroding privacy, bias, and ethical oversight are some of the biggest concerns anti-VAI advocates 

claim will need before the deployment of VAI by law enforcement.   

Although there is a strong push for officers throughout the country to wear body 

cameras as a tool for accountability, VAI for law enforcement adds an uncertain component to 

the privacy equation.  If objects and individuals recorded by “smart cameras” or police officer 

body cams can be recognized by merging visual data and AI software, then when do these 

technologies become additional government surveillance?   Marc Rotenberg, President of the 

Electronic Privacy Information Center, is cautious of the rapid growth in VAI.  He calls for more 

regulation and questioning over how the data is stored and applied.  He states, "some of these 

techniques can be helpful but there are huge privacy issues when systems are designed to 

capture identity and make a determination based on personal data" (Lever, 2017). Other note 
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what was asserted in China – that VAI could inadvertently lead to racial or ethnic bias to inform 

police decision-making about identity. 

So how does artificial intelligence demonstrate bias or racial profiling?  AI uses 

algorithms to learn and process information.  Algorithmic bias occurs when artificial intelligence 

adopts the prejudices of its programmer or information that is programmed into amplifies bias.  

As in the case of predictive policing, models are used by software that includes data on 

historical crime records to predict future crime spots.  Since low-income, predominately 

minority communities have historically been the focus of police surveillance, the possibility 

exists of presenting biased information of low income or minority communities for future police 

focus and activity (Nonnecke 2017.)  To ensure that bias is properly addressed, mechanisms 

need to be established prior to deploying VAI in policing.  One such discussed mechanism is 

"Social-Systems Analysis," that allows for software developers to question and correct the 

impacts of social inequalities AI is trained on (Nonnecke 2017).      

Not only are there technical issues with using AI and VAI, there are ethical issues as well.  

The ethical issues arise when we begin to allow AI to replace decision making by humans.  For 

example, police in the United Kingdom have been using AI software called HART (Harm 

Assessment Risk Tool) to make custodial decisions regarding the rehabilitation of offenders.  

However, an undisclosed member of the Durham Constabulary published a draft academic 

paper in 2017 finding the HART software could possibly discriminate against individuals from 

poorer areas (Burgess 2018).   One change they have made is to eliminate "Post Codes," similar 

to Zip Codes in the United States, as one of the thirty four assessment criteria to determine 
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what type of risk assessment to assign to an offender.  According to Andrew Wooff, a 

Criminologist at Edinburgh Napier University, the removal of the Postal Codes as a factor in 

determining risk was due in part to the location and socio-demographic data reinforcing 

existing biases in police and judicial system decision making (Burgess 2018).   The 2017 draft 

academic paper also mentioned there was a "clear difference of opinion between human and 

algorithmic forecasts" (Burgess 2018).   

 Recently, the New Orleans Police Department also came under scrutiny after the 

department had partnered with a national security company Palantir to use its AI software in 

crime prediction (Feldman, 2018).  The scrutiny arose when it was learned the City Council was 

not informed of the partnership, and there was no public oversight of its use.  As seen in these 

examples, one of the biggest concerns using AI and predictive policing technology is coming to 

terms with how to prevent AI and VAI from making targeting people for police focus when they 

should not be targeted (Feldman 2018).    

Although there are important issues regarding overreach by government and 

government intrusion into our lives, many in the technology and policing industries believe it is 

still critical to continue to explore, analyze and implement AI to aid the officer in the field. It is 

believed officer deployment, performance, decision-making, and reactions in both routine and 

crisis incidents will be markedly improved by the use of VAI.  Transparency and partnerships are 

the key for successful implementation of VAI.     
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Solution: Develop Best Practices  

 Currently, there are no Federal, State, or Regional governmental regulatory bodies that 

provide guidelines and oversight of AI and VAI's use by law enforcement. There are, though, 

private groups, such as the AI Caucus, that bring academicians, entrepreneurs, scientists, 

ethicists, together to brief Congress on what is occurring with AI and what needs to be done 

with respect to legislation and government preparation for the future of AI and VAI (Delaney, 

2017).  Courts have also begun to weigh in on the law enforcement use AI and VAI.  In Florida, a 

Court will soon decide if police will be allowed to use facial recognition software to indentify 

suspects without ever notifying them of the technology (Conarck, 2018). 

 As VAI develops and becomes commonly used by public entities and private industry, 

we can anticipate a slew of new opportunities and challenges associated with it.  For law 

enforcement, taking a proactive role in developing strategies and policies that will address 

many of the concerns advocates and stakeholders have with utilizing VAI to fight crime and 

enhance officer performance will be tantamount to ensure its proper and effective use.  Law 

enforcement leaders must also be mindful of its pitfalls and limitations.  Stakeholder input and 

regular evaluation of this technology will ensure its meaningful application and enhance have 

the overall effect of improving officer effectiveness and enhancing officer safety.       

Conclusion 

As a society, we need to accept that technology is developing at a much faster rate than 

ever before in human history.  With the rapid development of technology, especially in AI and 

VAI, we stand to enhance or surpass the human ability to think and make decisions.  The ability 
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of AI and VAI to aid in making the police more effective in preventing crime, apprehending 

criminals, and enhance law enforcement officers' decision making will provide law enforcement 

professionals, like Officer Lopez and the agency he works for, the ability to make better 

decisions for the community.   
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