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FACIAL RECOGNITION: THE ANSWER TO STAFFING CHALLENGES? 

 

     Officers were dispatched to the reports of shots fired in a northern part of a large metropolitan 

city in California. Officer Budzinski was assigned to the Northeastern section of the city, and 

most often worked alone. It is about 2200 hours, and Budzinski is looking for a distinctive four-

door sedan reported as being involved in a violent felony; one door is primer in color. The police 

helicopter circling above identifies a possible match just a block away and directs Budzinski to 

the vehicle. Because of the nature of the crime, it is a high-risk stop, and other officers arrive to 

assist.  

     Four subjects occupy the car; officers begin to call them to exit it one-by-one. As they exit, 

the officer’s facial recognition function in their body-worn cameras scan the subject’s faces. The 

driver is immediately identified as the suspect on the call; he has a caution flag for being an 

armed and dangerous parolee. The camera’s Artificial Intelligence (AI) also “sees” and analyzes 

a heat source in the waist area of the driver, warning officers that the object matches the 

signature of a firearm. As a result, each of the occupants are proned-out prior to clearing the car 

and searching the suspects.  

     In this case, the suspect did have a gun; he was ultimately identified as the shooter in the 

reported crime. Two of the other three occupants were released; the fourth person was a reported 

missing person. She was also identified by facial recognition, which helped since she wouldn’t 

disclose her name. She had been missing for three years, and was allegedly being trafficked as a 

sex worker. When Budzinski returned to her car, all the suspect information was prefilled into 

her police reports. Instead of having to do data entry, she simply verified the data by clicking 

“yes” or “no” in the appropriate boxes. The system also automatically pre-filled booking 
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paperwork and alerted medical staff the suspect was on a special type of medication that was pre-

ordered pending their arrival at the jail.  

     Prior to this system, each of these steps often required hours of additional work. The agency 

has been able to save hundreds of hours of time per year, which has helped keep up with the 

increased demand for police service. The system has significant support from the officers 

because it has made their jobs easier; therefore, officers can focus more on community policing. 

It has also made it safer for the officers and community.  

     Like many others, Budzinski’s agency had to reduce its workforce by 20% in 2009 due to the 

great recession. As a result, they adopted a one officer per car model to spread their already thin 

resources out to give the perception they were well staffed. Although ten years have passed, they 

still hadn’t been able to hire back to their pre-recession levels. The city has been challenged by 

the unfunded political mandates of the litany of criminal justice reform measures (e.g., 

Proposition 47) and legalization of marijuana; they struggle to keep up with calls for service and 

work to protect their community. Despite staffing shortages, they also work tirelessly to hire 

more officers now that funding is flowing again, but cannot seem to keep up with attrition and a 

changing interest in those choosing law enforcement as a career. Despite all this, the agency is 

working hard to be a full-service police agency. To maximize their resources, they also deployed 

a robust facial recognition system accessed through their body-worn cameras to make up the 

difference. The results thus far are promising, but how much and how far is enough? Where is 

the best spot at which to cut staff or increase the use of high tech? 

Facial Recognition Saves Time & Money 

Although this scenario is fictional, it symbolic of the progress of facial recognition 

technology and the staffing challenges that many law enforcement organizations face. Once 
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facial recognition and artificial intelligence are deployed into the routine of policing, can it save 

time, money and lives as we have just seen? If so, where do we start to begin the process to 

obtain and use it?        

     Facial recognition companies such as FaceFirst assert that facial recognition systems can 

already save up to 200 hours per officer, per year (Facefirst.com, 2018). For a department of 500 

officers, that is up to 100,000 hours that could be re-allocated to other functions. This is nearly 

$4,000,000 and is the equivalent of the expense of about 40 officers. If this is true, why wouldn’t 

it be widely embraced? Much of the answer will be determined by what communities expect and 

will tolerate in term of their privacy rights and the ability of the police to protect them with or 

without the use of these technologies.  

Facial recognition proving useful across the globe 

     Apple Inc. has made facial recognition software mainstream and has shown it can be used 

successfully in a commercial application for better security on any of their mobile devices 

(deAgonia, 2017). Several commercial air carriers are testing facial recognition to facilitate 

automated baggage check-in, and the Transportation Security Administration is trying it out as 

an automated enhancement for their security screening (Martin, 2018). In one province in China, 

it has been reported that a police station is completely automated, relying entirely on facial 

recognition combined with AI to take reports and provide other services (Bergan, 2017). 

Combined with AI, facial recognition (FR) promises to revolutionize many systems that are 

already in place.  

     In Dubai, police are utilizing robots and cameras equipped with facial recognition to 

supplement their staffing (Shaban, 2017). Abdullah Khalifa Al Marri, the head of the Dubai 

police, said in a statement, “essentially, we aim for streets to be safe and peaceful without heavy 
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police patrol” (Shaban, 2017, p. 1). Facial recognition (FR), once considered an emerging 

technology, is becoming ubiquitous, being incorporated into technologies such as body-worn 

cameras, drones and closed-circuit video. The widespread use of FR to recognize suspects, 

missing persons and persons of interest would be invaluable. Moreover, FR, combined with 

artificial intelligence (AI), could lead to identifying body heat, gait and other factors to determine 

if someone is likely to be a threat to the safety of others (Chuang and Sedenberg, 2017). 

Advanced FR technology is also alleged to be able to deduce aspects of our personality. The 

implications here would go well beyond public safety, into hiring, and many other facets of life. 

The emergence of FR, especially linked to AI, creates opportunity, but also a new set of 

important questions about privacy and equity. How comfortable will society will be if the police 

can easily identify people by their faces? Why is FR less accurate when scanning darker skin? 

How could easy identity confirmation and possible tech biases impact their use by the police? 

Privacy concerns of excessive police intrusion using technology 

     In a 2018 article in the New York Times entitled “Facial recognition is accurate, if you’re a 

white guy” the authors note there are indications of possible racial bias using facial recognition 

because of less accurate identifications made when scanning persons with darker skin (Lohr, 

2018). As a result, FR could worsen already-tense police-community relations with persons of 

color by misidentifying persons wanted for a crime. As a result, it will be critical that systems are 

developed to authenticate identities to ensure mistakes are limited 

     The ACLU and other privacy advocates have called for more oversight of facial recognition, 

citing errors and biases as a result differences in the quality of images and that inaccuracies 

increase with darker pigments of skin types (Lynch, 2018). The Georgetown Law Center on 

Privacy and Technology was also critical of facial recognition software being used by the 
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Department of Homeland Security for airport screening arising from challenges to accuracy of 

identity and privacy concerns. They note the “DHS appears to have no idea whether its system 

will be effective at achieving its primary technical objective” Georgetown Law Center on 

Privacy, 2017, p. 8). A white paper written for the Electronic Frontier Foundation also cites 

widespread problems with law enforcement and face recognition technology (Lynch, 2018). The 

author, Jennifer Lynch, states “the adoption of face recognition technologies like these is 

occurring without meaningful oversight, without proper accuracy testing of the systems as they 

are actually used in the field, and without the enactment of legal protections to prevent internal 

and external misuse. This has led to the development of unproven, inaccurate systems that will 

impinge on constitutional rights and disproportionately impact people of color” (Lynch, 2018, p. 

1). Lynch also asserts that widespread use of facial recognition would chill speech. “If law 

enforcement agencies add crowd, security camera, and DMV photographs into their databases, 

anyone could end up in a database without their knowledge – even if they are not suspected of a 

crime – by being in the wrong place at the wrong time, by fitting a stereotype that some in 

society have decided is a threat, or by engaging in “suspect” activities such as political protest in 

public space rife with cameras” (Lynch, 2018, p. 8). The privacy concerns are real, and have a 

legitimate argument against universal surveillance and tracking of persons using FR. At the same 

time, using facial recognition can be a force multiplier and save lives. How, then, should the 

police proceed? 

Recommendations 

     As law enforcement agencies began to grapple with balancing the value of technology with 

privacy rights, it is a critical time for departments to be proactive and transparent in the use of 

technology. Our inclination will be likely to not be transparent for fear of disclosing an 
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investigative technique and therefore fear nefarious subjects will find ways around the 

technology.  

To be successful, we will collectively need share with our communities the successes and 

why on balance it is critical that we embrace the technology. As a result, departments should 

consider forming a section that does this outreach and research, and consider the following: 

• Community outreach. Include the public entities in the creation of new policy, but also be 

transparent with existing policies and be willing to change as necessary. The earlier you 

can include privacy advocacy groups, the more likely you’ll get support for using 

technology in a measured way.  

• Work with legislative advocacy groups (e.g., California Peace Officers’ Association, 

California Chiefs Association, International Association of Chiefs of Police) to develop 

comprehensive policy and consistency, statewide.  

• Enact robust security procedures to minimize the threat of imposter on the front end and 

avoid data compromise on the back end (Lynch, 2018). 

• Define clear rules for use and sharing (Lynch, 2018). 

• Implement internal audits for accuracy and racial bias (Georgetown Law -Center on 

Privacy & Technology, 2016). 

• Take it slow and build in redundancy into the system to minimize identification mistakes.  

• Be sure to think globally as developing scale as a region will be beneficial to all involved. 

This includes private industry who can also help with advocacy.  

• Organizational leadership should reach out to labor groups and discuss how technology 

will likely impact their membership. 
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o All stakeholders should look at where job growth will be and those where 

automation can help. Find ways to collaborate rather than be adversarial.  

o Develop training programs to develop employee soft skills that technology will be 

hard to replace.  

• Consider staffing studies for any addition of technology. This should be a forensic 

accounting, looking at every step to ensure the organization is prepared to deal with the 

unintended consequences.  

Conclusion 

     Our communities and officers deserve our best and with finite resources it is imperative we 

consider technology to bridge the gap. Facial recognition is one of those technologies that can 

help. Police organizations need to take a proactive approach and start now with community 

outreach. Those that use technology need to publicize the positive results and be transparent 

about the policies and procedures. It will be too late if we allow other stakeholders to control the 

dialogue and only share a one-sided view. The health and safety of our officers and communities 

will depend on it.  
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